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Executive Summary

The Centre for Education and Employment Research at the University of Liverpool has
been commissioned by the Sutton Trust to carry out an independent assessment of the
methods and interpretations of international comparisons of educational performance. In
particular, it was asked to consider the OECD’s Programme for International Student
Assessment (PISA) whose results in 2000 have been presented as indicating that education
in England has been improving. Our evaluation has been shaped by the following
questions:

e [s PISA technically sound?

e How do the results compare with other studies?
e Can reliable policy conclusions be drawn?

e Have the results been interpreted fairly?

®  What is the value of international studies?
®  What can reasonably be inferred about England’s educational performance?

Methods and Findings

The history of international rankings is traced through to the two current main players, the
International Association for the Evaluation of Educational Achievement (IEA) with its
Trends in International Mathematics and Science Study (TIMSS) and the OECD with its
PISA surveys.

The maths and science results of TIMSS and PISA from the same cohort of pupils tested
one year apart are compared and found to be very different. The discrepancies are
attributable mainly to differences in the aims, tests, types of questions, target populations,
and response rates.

Although Finland does consistently well and other countries regularly perform poorly in
international comparisons of literacy, the intercorrelations between the various studies are
low reflecting different interpretations of literacy and different methodologies.

The maths, science and reading scores in PISA were found to vary similarly between and
within countries pointing to considerable common ground between the tests.

PISA’s indices of status and wealth do not correlate, and the description of England as a
low equity country in which the poor perform worse than in many other countries is not
supported by the evidence. The assumption that it is better to have a low spread of scores
is also challenged. Higher dispersion, as in England, can arise through the top performers
doing particularly well.

The differing performance of native and non-native pupils can have a big impact on overall
scores. For example, while in maths England appears to have closed the gap on
Switzerland in PISA 2000, there is still a 20 points difference in that country’s favour
when only native students are considered.




Major differences have been found between regions within countries, and particularly
intriguing is the consistent but contrasting performance of Flemish and French Belgium
across a range of studies.

Results, little discussed in PISA’s reports, show that private schools, both independent and
government funded, tended to do better than wholly maintained schools in most countries.

Countries differ considerably in the proportions of their populations shown as having
successfully completed upper secondary education, though the criterion for doing so
differs from attendance to achieving qualifications at a specified level. England which has
one of the toughest criteria has a low rank, particularly for the youngest age group.

A country’s performance in PISA was not found to correlate with its GDP per capita or its
spend on education.

Evaluation

Technically Sound?

It is suggested the PISA programme has not done enough to demonstrate that its literacy
tests are measures of ‘knowledge and skills for life’, and there has to be the suspicion that
the maths and science tests are more tests of reading centred on elementary mathematical
and scientific concepts.

The relative standing of countries in the different studies will have been affected by the
countries taking part, the types of questions asked, whether the target population was age-
based or grade-based, and poor response rates in some countries including England.

It was possible to identify a number of sources of unintended bias, including ignoring the
degree of curriculum match, and the removal of difficult questions so capping high
performing systems.

More meaning is sometimes imputed to the results than they hold, such as treating as real
ranks the apparent ranks of mean scores which do not differ significantly.

Comparisons Between Studies

Differences between international studies do not, in the main, definitively demonstrate that
the results of one are more credible than those of another, but they do make it difficult to
conclude that there have been changes over time.

Even if differences can be substantiated, it should not be assumed that they reflect the
school system or education policy since they could arise in other ways, for example, from
economic conditions or immigration policies. Differences between countries could also be
due to such non-school factors as inherited abilities, parental support or cultural values.

Relevance to Policy

The logic of PISA in seeking to derive policy conclusions for education systems from
avowedly non-curriculum-based tests is questionable. Ignoring the curriculum does not
eliminate it as a factor. The absence of curriculum match analysis severely reduces PISA’s
explanatory power.

il




Both TIMSS and PISA have been disappointing in explaining differences between
countries. They have included measures of a number of school characteristics such as the
ethos, the availability of teachers and the physical infrastructure, but hardly any consistent
relationships have been found.

Interpretation

There has been a temptation on the part of both the PISA analysts and politicians to over-
interpret the findings. The cloud of data generated becomes a canvas on to which the
committed can project what they want to see.

The danger in PISA is that ambitious politicians in their desire to move up league tables
will distort their countries’ education systems in the direction of PISA’s contestable view
of education as it has been operationalized.

Value of International Studies

International studies have enabled broad-brush pictures to be drawn, but they also raise
questions which they themselves may not be capable of answering. To tackle these there
should be detailed studies within and between countries to move from description to
practical understanding.

England’s Educational Performance

Although results from international studies must be treated with caution, it would be wrong
to dismiss them out of hand. Taking the findings at face value, it looks as though maths
education should be the chief concern for England. Apart from the short test in PISA 2000
about which there have to be doubts, the country consistently comes well down the maths
listings.

England has performed relatively well in international science tests since the 1990s, and
there are hopeful signs from recent literacy studies. The independent schools, in fact,
achieve the best scores in the world, but with the biggest gap from the maintained sector of
any country.

However, England has not shown up well in studies of adult literacy and it emerges as
having a relatively low rate of successful completion of upper secondary education. It is
arguable, therefore, that any gains in school education run the risk of dissipation in the
post-school years.
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Introduction

Large-scale comparisons of performance of children in different countries on the
same educational tests have been around for forty years, but outside the research
community they have not attracted much attention. The two which have been
published most recently, however, the Programme for International Student
Assessment (PISA), a study of 15-year-olds, and Progress in International Reading
Literacy (PIRLS), a study of 10-year-olds, have been very much in the news. In
England this may not be unconnected with the country suddenly appearing to do
very well, whereas during the nineties the messages were mixed. While previous
science scores have been encouraging, maths performance has been consistently
below average, and there have been some dire warnings about adult literacy.

Ministers and DfES officials are naturally delighted by the apparent upturn. David
Normington (2002a), Permanent Secretary at the DfES, wrote in The Education
Journal, in June 2002, that: “For those doubters who constantly seek to run down
(our education performance), we now have the OECD/PISA study — the biggest ever
international study of comparative performance of 15-year-olds in 32 countries —
which shows UK fourth in science, seventh in literacy and eighth in maths. Only
Finland and Canada are consistently ahead of the UK — and major countries like
Germany, Italy and Spain are well behind”. Charles Clarke, the Secretary of State
for Education and Skills, in a speech to the annual conference of the National
Association of Schoolmasters and Union of Women Teachers, on 24 April 2003
said, “The result of the commitment of your profession is that standards are rising.
Recent international reports show that this country is third out of 35 developed
nations for literacy standards at age 9, and seventh and eighth respectively for
literacy and maths at age 15”.

The league tables have been a recurring theme in the speeches and interviews of
David Miliband, the Minister for School Standards. In his address (Miliband,
2003a) to the annual conference of the Association of Teachers and Lecturers in
Blackpool, on 15 April 2003, he said, “International studies show our ten-year-olds
achieving more than every other country in the industrialised world except Sweden
and the Netherlands. At 15, students achieve in the top quartile in international
comparisons.” In an interview with The Guardian newspaper (Miliband, 2003b),
published on 5 May 2003, he is reported as citing a study of the performance of 10-
year-olds published in 1996 (just before his government came to office). “We were
average: I can’t remember, sixteenth or eighteenth. It was just redone and it’s been
published last week: we are the third best achievers for primary schools
achievement at age 10 out of 35 countries”. The uncertainty about where we were
is understandable. The previous international study of reading had been in 1991
(Elley, 1994), and England had not taken part. The National Foundation for
Educational Research (Brooks, Pugh and Schagen, 1996) did undertake a study in
1996 to try to see where we would have been if we had participated and concluded
we would have fallen within a group of 13 countries with average scores.

At times ministers in their enthusiasm have come close to inferring improvements
from what have been cross-sectional surveys, not longitudinal studies. But beyond
this obvious criticism there are some important questions to be asked. Just what do



the numbers mean? Can the tests be taken as accurate measures of educational
attainment in the way that, say, a thermometer is capable of precisely recording
temperature, or are the numbers arrived at more to do with the nature of the tests or
who has been tested? Then, even supposing the numbers do carry a lot of meaning,
can the differences recorded between countries be attributed directly to their
educational systems? It is at least possible that the results could reflect other
differences such as culture, parental support or the gene pool. Although there is a
reluctance to contemplate some of these possibilities this should not lead us to leap
to the convenient conclusion (in the sense that it would be possible to make
changes) that the differences in educational performance were caused by the
educational system.

The Sutton Trust has commissioned the Centre for Education and Employment
Research at the University of Liverpool to consider PISA in relation to other
international studies to see what can reasonably be concluded from them. This
paper reports our findings. We begin with a brief look at the historical background,
before considering in detail two studies, PISA 2000 and TIMSS 1999 (the Third
International Maths and Science Study Repeat). These tested children from the
same age cohort, those born in 1984, one year apart in overlapping rafts of
countries, but came up with very different pictures.

Background

International comparative studies of educational attainment, in their present form,
have their origins in the 1950s when researchers from a dozen countries came
together, sponsored by the United Nations Educational, Scientific and Cultural
Organisation (UNESCO), to consider the feasibility of devising common tests for
children in different countries. The embryonic International Association for the
Evaluation of Educational Achievement (IEA), as the group became known,
satisfied themselves that it was possible and, in 1964, embarked on a survey of
mathematical attainment in 12 countries. As other major cross-national surveys
have followed this became known as the First International Maths Study (FIMS).
The whole programme, following the third sweeps, has been re-designated recently
as Trends in International Mathematics and Science Study (TIMSS).

Table 1 sets out a chronology of the major international comparative studies with
the sponsor and the number of countries and educational systems participating
(some countries have more than one educational system as in the UK itself). The
table shows that many of the subsequent international surveys have also been
conducted by the IEA (now based at the International Study Centre, Boston College,
USA). The Educational Testing Service (ETS), a private non-profit education
testing service, with its main offices in Princeton and Ewing, New Jersey, USA,
entered the field in the late 1980s.

The UK sometimes participates as such and sometimes as individual countries. This report
focuses on England. Where there are results for England these are used. But when only UK
data are available they are taken as applying to England since it comprises 83.6 per cent of the
UK population.



More recently a major new programme has come on the scene. The Programme for
International Student Assessment (PISA), a collaboration by the member countries
of the Organisation for Economic Co-operation and Development (OECD), has
been established “to measure how well young adults, age 15 and therefore
approaching the end of compulsory schooling, are prepared to meet the challenges
of today’s knowledge societies” (OECD, 2001). A Board of Participating Countries
has been set up to determine policy priorities within which the PISA Consortium,
led by the Australian Council for Educational Research (ACER), is responsible for
the design and implementation of the surveys.

Table 1: Selected International' Comparative Studies in Education

Year(s) s . Countries/

Conducted Sponsor Description Systems

1964 IEA First International Maths Study (FIMS) 12

1970-71 IEA First International Science Study (FISS) (part of 19
six  subjects study including reading,
comprehension, French, English, civics)

1980-82 IEA Second International Maths Study (SIMS) 20

1983-84 IEA Second International Science Study (SISS) 24

1985 IEA Written Composition 14

1988 ETS First International Assessment of Education 6
Progress (Maths and Science)

1989,1992 IEA Computers in Education 22

1989-91 IEA Pre-Primary Education Phase [ 11

1990-91 IEA Reading Literacy 32

1991 ETS Second International Assessment of Education 20
Progress (Maths and Science)

1994-98 Statistics  International Adult Literacy Survey (IALS) 20

Canada

1994-95 IEA Third International Maths and Science Study 45
(TIMSS)

1998-99 IEA Third International Maths and Science Study — 38
Repeat (TIMSS-R)

1999 IEA Civic Education 28

2000 OECD Programme for International Student Assessment 33
(PISA)

2001 IEA Progress in International Reading Literacy 35
(PIRLS)

Sources: IEA completed studies, www.iea.nl/Studies/; Reynolds, D. and Farrell, S. (1996) Worlds Apart? A Review of
International Surveys of Educational Achievement Involving England. London: HMSO; OECD (2001) Knowledge and
Skills for Life, First Results from PISA 2000. Paris: OECD; Twist, L., Sainsbury, M., Woodthorpe, A. and Whetton, C.
(2003) Reading All Over The World. National Report for England on PIRLS, Progress in International Reading Literacy
Study (PIRLS). Slough: NFER.

PISA has deliberately set out to establish itself as different. It made no attempt to
carry forward TIMSS or the 1991 IEA Literacy Study. Like TIMSS it has included
measures of school characteristics and attitudes to learning, but it ignored the only
two school-based factors, ‘opportunity to learn’ and ‘time on task’, that the IEA
studies had found to be linked to test scores. Micklewright (2003) at a seminar held
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at the Royal Statistical Society on 3 December 2003 commented that, “PISA
through its reluctance to acknowledge TIMSS seemed to have departed from normal
good scientific practice of building on what had gone before.” Both PISA and
TIMSS were separately in the field in 2003, testing the same subjects in overlapping
rafts of countries, which speaks of rivalry rather than collaboration. They are
testing different years and it is unlikely that the same schools will be involved in
both, but the duplication does add to the assessment burden on schools evident in
their increasing reluctance to participate.

Comparison of TIMSS 1999 and PISA 2000

We begin our comparative analysis with the IEA’s TIMSS study in 1999 and the
OECD’s PISA study in 2000 since they tested children from the same age cohort —
those born in 1984. Maths and science were, in fact, minor parts of PISA 2000, and
it was always the plan to assess them in more depth in later studies. But PISA in its
reports has accorded the 2000 findings in these subjects almost as much prominence
as those in reading, the main part of the study. This is surprising since, as we shall
see, only some of the sample was tested in maths and science, the tests were a
maximum of 30 minutes (compared to a maximum of two hours in reading), and the
range of topics was very restricted.

Table 2: Maths Rankings

Country TIMSS 1999' PISA 2000
Score Rank Score Rank
Korea 587 1 547 2
Japan 579 2 557 1
Belgium (Flemish) 558 3 543 3
Hungary 532 4 488 11
Canada 531 5 533 6=
Russia 526 6 478 12
Australia 525 7 533 6=
Finland 520 8= 536 5
Czech Republic 520 8= 498 9
Latvia 505 10 463 13
USA 502 11 493 10
England 496 12 529 8
New Zealand 491 13 537 4
Italy 479 14 457 14

1. TMISS 1999 International Student Achievement in Maths httn://www.iea.nl, Exhibit 1.1.

2. OECD (2001) Knowledge and Skills for Life, First Results from PISA 2000. Paris: OECD, Table 3.1,
except for Belgium (Flemish) from Table B2.1 and England from First Release International Student
Assessment 2000, London: DfES, 2001, Table 2.

Tables 2 and 3 show the respective rankings for maths and science in the fourteen
countries which participated in both studies. The rankings for TIMSS 1999 and
PISA 2000 do correlate significantly at the 5 per cent level of significance - in
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maths at +0.59 and in science at +0.60. In other words, one test explains about a
third of the variation in the other. Table 2 shows that in maths some countries did
well in both TIMSS 1999 and PISA 2000, notably Korea, Japan and Flemish-
speaking Belgium. Italy was at the foot of both rankings. But there were also some
major discrepancies. New Zealand and England score well in PISA but not in
TIMSS, but the reverse is true for Hungary and Russia.

The pattern is similar in science. Table 3 shows that again Korea and Japan did well
in both, and Italy badly. As in maths, New Zealand was a big gainer, with England
also apparently improving from a higher baseline. But the falls were even more
dramatic. Hungary dropped from first to eleventh out of 14. The Czech Republic
also fell appreciably. Since these gains or falls involved the same cohort of children
tested within a year, it is inconceivable that they could be the result of changes in
education policy. A first hypothesis has to be that it is the methods used which are
producing the different scores.

Table 3: Science Rankings

Country TIMSS 1999' PISA 2000*
Score Rank Score Rank
Hungary 552 1 496 11
Japan 550 2 550 2
Korea 549 3 552 1
Australia 540 4 528 6=
Czech Republic 539 5 511 9
England 538 6 533 4
Finland 535 7= 538 3
Belgium (Flemish) 535 7= 519 8
Canada 533 9 529 5
Latvia 503 10 460 13=
USA 515 11 499 10
New Zealand 510 12 528 6=
Russia 529 13 460 13=
Italy 493 14 478 12

1. TMISS 1999 International Student Achievement in Science http://www.iea.nl, Exhibit 1.1.

2. OECD (2001) Knowledge and Skills for Life, First Results from PISA 2000. Paris: OECD, Table 3.3,
except for Belgium (Flemish) from Table B2.1 and England from First Release International Student
Assessment 2000, London: DfES, 2001, Table 3.

It becomes interesting, therefore, to compare the results of TIMSS 1999 and PISA
2000 with those that have been obtained in previous studies. By and large the
TIMSS scores are the more consistent with what went before. In Table 4 we
summarize as percentile ranks England’s relative standing from the earliest study in
1964 (the detailed rankings are given in Tables Al and A2 in the Appendix). The
position achieved is, of course, dependent on which other countries were taking
part, and the full listing in the appendix makes it clear that the participants varied
considerably from study to study. Nevertheless, it is possible to discern a pattern.
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Up to and including TIMSS 1999 England tended to come in the bottom half for
maths, but leapt up the table in PISA 2000. In the case of science, while England
had fared better than in maths, there was also a jump in the relative position in PISA
2000.

Table 4: England’s Relative Standing in Maths and Science in Different Studies’

Maths Science
Study’ Age 5 Rank N Rank

Actual %* Actual %*
PISA 2000 15 33 8 24 33 4 12
TIMSS 1999 14 28 20 71 26 9 35
TIMSS 1995 14 24 16 67 23 6 26
TIAEP2 1991 13 17 11= 65 17 9= 53
SIMS 1980-82/SISS 1983-84 13/14 16 10 63 17 16 94
FIMS 1964/FISS 1970-71 13/14 12 6 50 13 9 69

1. Table summarizes data of Al and A2 in the Appendix, which also give the sources.
2. For full titles see Table 1
3. Number of countries included in comparison.

4. Ranks adjusted to base 100 for comparison.

What appears to be the case for England is borne out by other countries, as we can
see from Tables Al and A2 (in the Appendix). Other Anglophone countries,
including Australia, Canada, Scotland, New Zealand also showed up much better in
PISA. Conversely, the Eastern European nations fared badly compared with their
previous results. The contrast is particularly stark in the case of Hungary, but is also
evident for Russia and the Czech Republic.

Not all countries showed this shift. Japan and Korea were consistently in the top
group, often joined by other Asian nations when they took part. This raises the
possibility that inherited ability, character and culture are more important than the
education system per se. This thought is further prompted by the success of the
Chinese in English education. Data provided by the DfES to the House of
Commons Education and Skills Committee (2003, Annex G, Ev 120) show that, in
maintained schools, 73 per cent of pupils from a Chinese background achieved 5+
GCSEs at grades A*-C compared with an average of 51 per cent across all ethnic
groups, including home students. But there are also data which point to the
potential impact of educational systems. The TIMSS results for Hong Kong showed
it to be among the top performers in maths, but to do less well in science. This has
been attributed to Hong Kong’s ‘English-style’ education system where it was
possible to drop science after age 14 (Law, 2002).

Some other trends in Tables A1 and A2 are also notable. Curiously Israel - which
was among the highest performers in the early studies - has progressively dropped
down the tables. This could be associated with the inclusion of children in the
occupied territories, though there have also been changes to the maths curriculum.
Italy has been stuck at the bottom except for the IAEP2 study when only one
district, Emilio-Romagna in the north-east, was sampled. In PISA 2000, the north
east of Italy was not far behind high-performing Finland, so the representativeness
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of the sampling within a country has an important bearing on the results obtained.
Canada’s uneven placing across the studies has much to do with which provinces
participated.

Differences in Approach and Methods

Given the lack of continuity between the TIMSS and PISA studies, it is possible that
the explanation for the contrasting results lies more in the different approaches than
actual changes in educational policies or practices. The surveys differ in the
countries participating, and in aims, tests, types of questions and target populations.

Aims

The aims of TIMSS and PISA are explicitly different. Whereas TIMSS focused on
the extent to which students have mastered maths and science as they appear in
school curricula, PISA aimed to capture “the ability to use knowledge and skills to
meet real-life challenges.” (OECD, 2001). In evidence to the House of Commons
Education and Skills Committee, Barry McGaw (2002a), the Director for Education
of the OECD, characterised the difference as TIMSS being interested to discover,
“what science have you been taught and how much have you learned?”, while for
PISA it was “what can you do with the science you have been taught?”

The OECD is an economic body, so it is not surprising that its prime interest in
education should be its contribution to higher productivity. But, less obviously, it
has operationalized applied skills as ‘literacy’. The notion has been broadened from
its everyday meaning of being able to read and write to include ‘mathematical
literacy’ and ‘scientific literacy’. ‘Mathematical literacy’ has been defined as “the
capacity to identify, to understand, and to engage in maths and make well-founded
judgements about the role maths plays, as needed for an individual’s current and
future private life, occupational life, social life with peers and relatives, and life as a
constructive, concerned and reflective citizen”. ‘Scientific literacy’ has been
defined as “the capacity to use scientific knowledge, to identify questions and to
draw evidenced-based conclusions in order to understand and help make decisions
about the natural world and the changes made to it through human activity.”
(OECD, 2002a, p 12). In practice, the constructs look very much like the ability to
apply mathematical and scientific knowledge in literary contexts.

In contrast, TIMSS 1999 was, as were earlier IEA studies, designed to test
understanding in relation to an agreed curriculum framework. The curricula of
countries differ - sometimes markedly - but the IEA was able to achieve agreement
across the national co-ordinators on what it would be appropriate to include. PISA
has argued that a curriculum framework based on common denominators is unduly
restrictive and “not likely to be of high value or interest to educational policy-
makers or practitioners” (Adams, 2003). However, deliberately ignoring school
curricula does not save the PISA tests from being more closely related to some than
others. As we shall be seeing, how well the questions fit a particular curriculum is a
likely explanation of some of the differences in performance between countries, but
PISA is not geared to explore this.
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Tests

TIMSS and PISA also differed in the length and content of their tests. In TIMSS
1999 each student completed one 90 minute test booklet. In order to achieve broad
coverage a total of 308 items (162 mathematics and 146 science) were
systematically distributed across 8 test booklets which were assigned randomly to
students. Mathematics covered five content areas: ‘fractions and number sense’;
‘measurement’; ‘algebra’; ‘geometry’; and ‘data representation, analysis and
probability’. Science consisted of six content areas: ‘earth science’ (15 per cent);
‘life science’ (27 per cent); ‘physics’ (27 per cent); ‘chemistry’ (14 per cent);
‘environmental and resource issues’ (9 per cent); and ‘scientific inquiry and the
nature of science’ (8 per cent).

Mathematical and scientific literacy in PISA were tested to a maximum of 30
minutes each. Mathematical literacy consisted of a total of 32 items (one of which
was not used in the analysis), 18 on the theme of ‘growth and change’ and 14 on
‘space and shape’. PISA’s scientific literacy test consisted of 35 items on ‘science
in life and health’ (37 per cent), ‘science in Earth and environment’ (37 per cent)
and ‘science in technology’ (26 per cent). The science questions seem very much
tilted towards ‘nature’ and everyday science in keeping with PISA’s interest in
general knowledge and reading.

The mathematical and scientific literacy items were each organised into four 15-
minute clusters which were aggregated in various combinations with nine 15-minute
reading clusters to produce nine linked two-hour test booklets, one of which
contained no maths or science, six either maths or science, and two both (Adams
and Wu, 2002). In addition, pupils answered a background questionnaire, taking
about 30 minutes, to provide information about themselves and their homes. The
schools also completed a 20-minute questionnaire. In England, 2,292 pupils were
assessed in maths and 2,284 in science compared with 4,120 in reading. The testing
of any one individual is very limited, but the hope is that by a process of statistical
scaling (Item Response Theory) it is possible to derive a score for populations based
on all the items. Item Response Theory was also used in TIMSS 1999 to scale up
from its matrix samples to the population of items.

Questions

Not only does length and content balance of the PISA and TIMSS tests differ, but
there is a different style to the questions. In keeping with its emphasis on literacy,
PISA’s questions tend to be lengthy and wordy, whereas the TIMSS questions tend
to be more direct and abstract, and to give due weight to operations and
calculations. Boxes 1 and 2 show example questions that the two groups have
released.

Maths

The TIMSS maths questions were designed to test five kinds of performance
(‘knowing’, ‘using routine procedures’, ‘investigating and problem solving’,
‘mathematical reasoning’ and ‘communicating’) and involve three kinds of
response: ‘multiple choice’; ‘short answer’; and ‘extended response’. The first
question in Box 1 is an example of ‘using routine procedures’ and it is in multiple
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response format. The second question is designed to test ‘investigating and problem
solving’.

PISA emphasized context and five were identified: ‘community’; ‘educational’;
‘occupational’; ‘personal’; and ‘scientific’. Of the questions illustrated in Box 1,
the first under PISA is an example of a ‘space and shape’ question in a ‘person
context’, and the second of a ‘change and relationships’ question in a ‘scientific
context’.

Box 1: Example Maths Questions

TIMSS 1999

Divide 15.45 by 0.003. Respondents are asked to tick one of five possible answers ranging
Jrom 0.515 to 5150.

A diagram is provided of a rectangular garden with a path of constant width around three
sides of it. The dimensions are given of two sides of the garden and the path plus garden.
Respondents are asked to calculate the area of the path and tick one of four answers ranging
from 16 m’ to 144m’.

PISA 2000

A map of Antarctica is provided together with a scale. Respondents are asked to estimate the
area of Antarctica, showing their working and explaining how they made the estimate. Two
marks are given for drawing a square or rectangle and getting the correct result. One mark
is awarded for using the correct method but not getting the right result.

A graph shows how the speed of a racing car varies along a flat 3 kilometre track during its
second lap. Among other things respondents are asked to do is to choose from diagrams of

five tracks the one that would have resulted in the speed graph.

Sources: International Study Centre, Boston College (2002) TMISS 1999 Maths Items: Released Set for Eighth Grade.
http://isc.bc.edul; OECD (2002a) Sample Tasks from the PISA 2000 Assessment: Reading, Mathematical and Scientific Literacy.
Paris: OECD.

In PISA each question contributed several items so a test booklet had very limited
coverage. The first PISA maths question in Box 1, for example, was one of just
three questions making up the booklet. The second question contributed four items
to the eight of its booklet. The extent of maths testing was so limited that one
wonders if it can bear the weight that has been put on it. Furthermore, items were
designed so as not to need particular calculation skills and the wrong answer could
be awarded the marks if an appropriate method had been adopted. With arithmetic
being a particular hazard for pupils in England this could have worked to the
country’s advantage. Braams (2002) has also looked in detail at the PISA maths test
and he concludes that, “it is highly unsuitable as a test of mathematics education or
as a guide to improving math education, and that the international comparisons are
gratuitously vulnerable to accidental variations and, let us say, subconscious
manipulation”.
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Science

The science items have a similar ‘feel’ to them as the maths items, with again a
clearly recognisable difference between TIMSS and PISA. Box 2 provides
illustrations of the questions posed.

The TIMSS science test was designed to assess five kinds of performance
(‘understanding simple information’, ‘understanding complex information’,
‘theorizing, analysing and solving problems’, ‘using tools, routine procedures and
science processes’ and ‘investigating the natural world’). The first item in Box 2 is
from the ‘earth science’ category and is intended to test ‘understanding complex
information’, and the second is about ‘understanding simple information’ in the
‘physics’ category.

Box 2: Example Science Questions

TIMSS 1999

Which of the following is an important factor in explaining why seasons occur on earth: (A)
Earth rotates on its axis, (B) The Sun rotates on its axis; (C) Earth’s axis is tilted; (D) The
Sun’s axis is tilted.

Three drawings show a rocket being launched from Earth then returning, the first is on the
launch pad, the second is on the way up, and the third on the way down. Respondents are
asked in which of the three positions does gravity act on the rocket: (A) 3 only; (B) 1 and 2
only; (C) 2 and 3 only; (D) 1, 2 and 3.

PISA 2000

A cartoon illustrates the formation of ozone. In the first frame some teletubby-type figures
are shown holding hands in pairs under a blazing sun. In the second, some singletons are
shown running towards the remaining pairs. In the third, there are two trios. Above the
figures are the notations O,, O and O;. Respondents are asked to suppose they have an uncle
who tries to understand the meaning of the strip. However, he did not get any science
education at school and he doesn’t understand what the author of the strip is explaining. He
knows that there are no little fellows in the atmosphere, but he wonders what those little
fellows in the strip stand for, what the notations in each frame stand for, and which
processes the strip represents. A maximum of three marks can be awarded for saying (i)
oxygen molecules are split into oxygen atoms; (ii) the splitting takes place under the
influence of sunlight and (iii) the oxygen atoms combine with other oxygen molecules to form
ozone molecules.

An extract from Semmelweis’ diary is provided including a graph showing the number of
deaths from puerperal fever per 100 deliveries in two hospital wards. Respondents are
asked to suppose that they are Semmelweis and to give a reason based on the data
Semmelweis collected why puerperal fever is unlikely to be caused by earthquakes. Two
marks are awarded for answers that refer to the difference in the number of deaths in the two
wards. One point is given to those who do not mention this point, but offer something else
that points in the same direction, for example, men experience the earthquakes but do not get
puerperal fever.

Sources: International Study Centre, Boston College (2002) TMISS 1999 Sciences Items: Released Set for Eighth Grade.
http://isc.bc.edul; OECD (2002a) Sample Tasks from the PISA 2000 Assessment: Reading, Mathematical and Scientific Literacy.
Paris: OECD.
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The first item under PISA in Box 2 is an example of a question designed to test the
process of ‘communicating to others valid conclusions from evidence’ in a ‘global’
context’. It contributes four of the items to booklet 4, which is completed by two
items on ‘daylight’ and three on ‘algae’. The second PISA question in Box 2 is
intended to test ‘critically evaluating scientific evidence/data’ in ‘an historical
context’. It contributes four items to its booklet which is completed by two items on
‘tidal power’ (one of which was subsequently dropped) and another question of
three items. This underlines just how limited the maths and science testing in PISA
really was.

Target Population

TIMSS and PISA defined their target populations differently. TIMSS specified on a
grade-basis, and PISA on an age-basis. The first TIMSS study in 1995 defined its
population as “all students enrolled in the two adjacent grades with the largest
proportion of 13-year-old pupils at the time of testing” (Keys, Harris and Fernandes,
1996b), in other words, international grades 7 and 8, but the repeat in 1999
concentrated on grade 8. In England this is more commonly referred to as Year 9.
PISA (2001), on the other hand, while also targeting those born in 1984 specified
the testing of students between the ages of 15 years and 3 (complete) months and 16
years and 2 (complete) months at the beginning of the assessment period,
irrespective of where they had got to in the education system. In England, they
would have been mainly in Years 10 and 11.

In England this definitional difference would have had little effect, because children
mainly move up through the schools by age. But in those countries where
progression is by performance and it is not unusual for pupils to repeat at least one
year, an age-based target group will have led to children being tested at very
different stages of their education. In Flemish-speaking Belgium, for example, 72.2
per cent of those tested were in grade 10, 22.8 per cent in grade 9 and 2.5 per cent in
grade 8. Not surprisingly, they had very different mean reading scores ranging from
364 for those in grade 8 to 564 for those in grade 10.

Advantages are claimed for both approaches. The International Association for the
Evaluation of Educational Achievement has favoured a grade-basis since all the
students in one system will have experienced the same level of education (albeit
more than once in the case of repeaters), and also for the ease of test administration.
Brown (2003) has argued strongly for an age-based sample as in PISA on the
grounds that it is less liable to bias. She contends that in grade-based sampling a lot
of pupils will be missed because of year-repeating, so the pupils tested in some
countries will be older than those in others. However, while mean ages may differ
more in grade-based approaches, they are not excessively dispersed. In TIMSS
1995, 16 out of the 26 OECD countries taking part lay in the range 14.0-14.3 years
(3.6 months) and 19 were in the range 13.9-14.3 years (4.6 months). Only Germany
at 14.8 years and Scotland, Iceland and Greece at 13.6-13.7 years were outliers.
Neither does age-based sampling ensure similar lengths of schooling; children in
England and New Zealand, for example, start school at five, whereas in Scandinavia
they start at seven.
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Response Rates

Whatever the target population, it is important to secure the participation of a high
proportion of those drawn in the sample. Otherwise, the results are always open to
the criticism that those responding are biased in some way. PISA (OECD, 2001)
originally set a requirement for a response rate of 85 per cent of the schools initially
selected, ameliorated by allowing replacements to bring participation up to the
required level as long as the initial return did not fall below 65 per cent. The
Netherlands which had an initial response rate of 27 per cent was dropped from the
analysis on these grounds. But the United States and England, both of which fell
short, were kept in because of evidence received that the non-participating schools
were not likely to deviate significantly from those taking part.

Adams (2003), Project Director of the PISA Consortium, in comparing PISA with
TIMSS, has noted that England’s response rate for TIMSS was not particularly good
either. Table 5 summarizes the response rates for England, Germany and
Switzerland in the two TIMSS studies and PISA. It is clear that, even assuming that
the schools added in from the replacement list are comparable with those in the
initial sample who refused to take part, only two-thirds of the targeted pupils in
England participated in PISA 2000. Expressed as a percentage of the initial sample
of schools it is only 49 per cent. This is in marked contrast to Switzerland where 92
per cent of the initial sample of schools participated rising to 96 per cent when
replacements are included, with 95 per cent of students in sampled schools taking
the tests. This raises the question of just how comparable are the scores of the two
countries.

Table 5: Response Rates in TIMSS and PISA

Per Cent Response
Country Study Szllrlllli[:ilzlof Sivhi(:l(:ls Sz:fll(tllflnnt ’ Overall
Schools Replacement Schools
England TIMSS 1995 56 85 92 78
England TIMSS 1999 49 85 90 77
England PISA 2000 59 82 81 66
Germany TIMSS 1995 72 93 87 81
Germany PISA 2000 94 94 86 81
Switzerland ~ TIMSS 1995 93 95 99 94
Switzerland ~ PISA 2000 92 96 95 91

Source: Adams, R.J. (2003) Response to ‘Cautions on OECD’s recent educational survey (PISA)’, Oxford Review
of Education 29(3), 378-389.

England’s Office of National Statistics (Gill, Dunn and Goddard, 2002) has shown
that the sample of schools with replacement matched the national distribution in
terms of GCSE results and percentage of pupils eligible for free school meals, but
there were no pupil-level data available to indicate how participating pupils
compared with non-participants. There is, therefore, the risk that the achieved
samples are not strictly comparable. There was also considerable variation in the
extent to which children with special needs or suffering from disabilities were
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included. Adams (2003) appears to take comfort from the relatively low response
rates in England in the TIMSS studies, but from our perspective they further point to
the limitations which must be borne in mind in interpreting the results of all large-
scale international comparative studies.

Impact on Results

The differences in countries participating and in the aims, tests, items and target
populations could all have had an appreciable impact on the results that were
obtained. Prais (2003a) has claimed a swing of about 60 points (when 100 points is
one standard deviation) in the maths scores of England/UK and a raft of other
countries. “Whereas the IEA surveys of 1995/9 showed the UK at some 40 points
in average scores behind Switzerland, France, Flemish-speaking Belgium, the Czech
Republic and Hungary, in the PISA study of 2000 the UK was some 20 points
ahead of those countries on average.” This calculation involves a certain amount of
licence since different countries were involved in the two studies so a point in one is
not exactly the same as in the other. But there were similar large shifts in the scores
of France, Flemish-speaking Belgium, the Czech Republic and Hungary in
comparison with either TIMSS-1995 or TIMSS-1999 (not all the countries
participated in both). Prais attributes the turn-around mainly to three factors: the
different aims; sampling pupils by age rather than school class (responsible, in his
view, for a shift of about 20 points); and the low response rate in England/UK
compared with other countries (contributing a swing of about 5 points).

Prais’ implication that PISA’s results are bogus has been hotly contested by Adams
(2003). He does not challenge Prais’ contention that there are marked differences in
the results, but argues that PISA’s age-based approach is preferable. He suggests,
for example, that: “When comparing PISA and TIMSS results for England,
Switzerland and Germany, it should be noted that 60 per cent of the English
students were already in Year 11 (international grade 10), the second year of upper
secondary education. In Switzerland and Germany over 60 per cent were still in
grade 9, the last year of lower secondary education. This fact....provides a possible
explanation for the differences in the relative performance of each country in PISA
2000 when compared with TIMSS 1995.” Well, yes, but from our point of view it
only underlines the difficulty of comparing the results of different countries.

PISA 2000 was deliberately framed to be independent of the curriculum. This does
not, however, mean that the tests were not more closely related to the curricula of
some countries. McGaw (2002b), in a presentation to a symposium on PISA held in
Berlin in November 2002, denied there was such an effect. He cited evidence to
suggest that countries’ ratings of ‘the cultural relevance’ of the individual items had
little bearing on pupils’ performance. In only two countries, Norway and Korea,
was there a statistically significant effect. This was dismissed as just not credible by
Andrew Porter who has edited one of the major texts on cross-national surveys
(Porter and Gamoram, 2002). An alternative interpretation of McGaw’s findings is
that the ‘cultural relevance’ measure was not robust enough to reveal the effects of
curriculum match on the PISA results.
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Certainly studies in the individual countries do not bear out McGaw. One of the
features of PISA has been the success of Finland which Vilijarvi et al (2002) have
attributed, in part, to: “the fact that the tasks used in PISA were well suited to the
Finnish curriculum.” (italics original). Rocher (2003) in France used sophisticated
regression methods to deduce families of similar countries from their PISA scores
and found that “one of the most important sources of ‘bias’ is the influence of the
curricula of the different countries.” A similar interpretation emerges in a detailed
study of curriculum match conducted in Ireland (Shiel et al, 2002). Ireland did very
well in reading and the analysis showed that the PISA questions played to its
strengths. On the other hand, it did less well in maths where the curriculum and
assessment are traditional, or science where the approach is theoretical.

But in the Irish study there is also another very telling observation. Science
performance could also have been expected to have been depressed because 11 per
cent of 15-year-olds had dropped the subject. But it was found that students not
studying science at all performed just as well as those who were taking it at the
ordinary level (though not those taking it at the higher level). Shiel et al concluded,
“it could be argued that some of the PISA science items assess generic reading
comprehension and/or problem solving skills rather than purely scientific concepts”.
A curious aspect of the results for England also point in the same direction. In the
analysis by the Office of National Statistics (Gill, Dunn and Goddard, 2002) no
difference was found in the reading literacy scores of pupils in Years 10 and 11,
suggesting perhaps that the PISA was testing generic skills or else pupils were not
learning much in the extra year.

Prais (2003a) in his detailed critique of the maths part of the PISA study also
questions the validity of the test and suggests that it “may be more a test of
‘commonsense’, or of ‘I1Q’, than the result of mathematical schooling”. Adams
(2003) attempts to rebut this by citing results from Germany where a more
curriculum-focused test was run in parallel with the PISA test (Baumert, J. et al,
2003 a,b). In passing he noted that the national items had a lower correlation with
the PISA reading scores than the PISA maths test did, though there was a higher
correlation with intelligence. 